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Abstract for almost all their content. The creation of collaborative
content does not depend on a restricted, pre-selected set of
The Wikipedia is a collaborative encyclopedia: anyone cancontributors, but rather can leverage the interests arld abi
contribute to its articles simply by clicking on an “edit"tsu  ities of people the world over. Exploiting this, many col-
ton. The open nature of the Wikipedia has been key to itslaborative sites have experienced explosive growth raggs t
success, but has also created a challenge: how can readewsuld have been impossible with more traditional ways of
form an informed opinion on its reliability? We propose a accruing content. The flip side of this is that the content of
system that computes quantitative values of trust for tkie te collaborative sites is of heterogeneous origin and quady
in Wikipedia articles; these trust values provide anintiica. ~ that it can be difficult for visitors to assess the reliapibif
of text reliability. the content, and to “separate the wheat from the chaff”. In
The system uses as input the revision history of each artithis paper, we present an attempt to improve the situation in
cle, as well as information about tieputationof the con-  the context of the Wikipedia, via a trust system that progide
tributing authors, as provided by a reputation system. TheWikipedia visitors with a guide to the “trust” they can place
trust of a word in an article is computed on the basis of thein the text of the articles they read.
reputation of the original author of the word, as well as the The Wikipedia is one of the most prominent collabora-
reputation of all authors who edited the text in proximity of tive sites on the Web. This on-line encyclopedia, avail-
the word. The algorithm computes word trust values thatable in multiple languages, has grown entirely due to user
vary smoothly across the text; the trust values can be visucontributed content, with contributors ranging from cdsua
alized using varying text-background colors. The alganith visitors to dedicated, volunteer, editors. This user-gatee
ensures that all changes to an article text are reflecteein thgrowth is at the basis of Wikipedia’s remarkable breadth:
trust values, preventing surreptitious content changes. as of October, 2007, the Wikipedia consisted of over two
We have implemented the proposed system, and we havaillion articles, compared with approximately 120,000 for
used it to compute and display the trust of the text of thou-the online Encyclopedia Britannica [29]. On the other hand,
sands of articles of the English Wikipedia. To validate the open process that gives rise to Wikipedia content makes
our trust-computation algorithms, we show that text latdele it difficult for visitors to form an idea of the reliability of
as low-trust has a significantly higher probability of being the content. Wikipedia articles are constantly changing,
edited in the future than text labeled as high-trust. Anecdo and the contributors range from domain experts, to van-
tal evidence seems to corroborate this validation: in jract dals, to dedicated editors, to superficial contributorgulot
readers find the trust information valuable. aware of the quality standards the Wikipedia aspires to at-
tain. Wikipedia visitors are presented with the latest ver-
sion of each article they visit; this latest version does not
1 Introduction offer them any simple insight into how the article content
has evolved into its most current form, nor does it offer a
Collaborative, user-generated content is increasing in im measure of how much the content can be relied upon.

portance on the Web, with sites such as the Wikipedia, We introduce in this paper a system that computes trust
flickr.com, tripadvisor.com, and epinions.com relying on i values for the text of Wikipedia articles. The trust values



occasionally recruited from outside the Folketing.

Since 27 November 2001, the economist Anders Fjogh 5
Rasmussen has been Prime Minister to Denmark.

As known in other parliamentary systems of government,

Figure 1: An example of coloring words by trust, from
the Wikipedia article on Politics of Denmark, after the
prime minister's middle name has been changed from
“Fogh” to “Fjogh” by a low reputation user (revision id:
77692452).

trust

Figure 2: Update process for text trust. The textis shown

N . S . before (top) and after (bottom) an edit, together with its
have two functions: they provide an indication of text reli- ,
trust. In the bottom figure, the new values of trust (con-

ability, and they flag recent text changes that have been in-. . . . :
e ; . tinuous line) are obtained from the inherited values of
sufficiently reviewed. While these two purposes are related

they do not coincide. For example, when text is deIetedf[ruSt (dashed line) as follows: 1. Trust value for newly

) : L inserted text (E). 2: Edge effect: the text at the edge of
from an article, our trust values provide an indication that ; X
) . . . blocks has the same trust as newly inserted text. 3: Re-
the deletion has occurred, in spite of the fact that the reli-". . i . : .
" o . vision effect: old text may increase in trust, if the author
ability of the remaining text may be unaffected. The first T .

d 0 L reputation is higher than the old text trust. 4: The edge
function of trust, as an indicator of reliability, has betunds . . . )
o i . . effect is applied at the beginning and end of the article
led in [19, 31]; the second function, text change flagglng,onl if text changes there (which is not the case here)
has been discussed in [4]. Our evaluation indicates that the y 9 '
trust we compute is a good predictor of future text stabil-

ity, a proxy we use for “truth”. Following [19, 4, 31], we tryst system is thus a text tracking system, which folloves th
display the trust of Wikipedia text by coloring the text back hjstory of each word across the evolution of Wikipedia ar-
ground: the color gradation goes from white, for fully tetst  ticles. The text tracking system is capable of dealing with
words, to orange, for fully untrusted ones. This colorin@-pr  deletions, and with reversions: it tracks not only the words
vides Wikipedia visitors with an intuitive guide to the por- present in each version of an article, but also the words that
tions of the articles they are reading that are most in neeq;sed to be present, and that have been deleted, so that if the

of critical scrutiny. An example of this coloring is shown \words are later re-introduced, they can still be correctly a
in Figure 1; a demo of the trust coloring is available from triputed.

http://trust.cse.ucsc. edu/. When an author of reputationedits an article, the trust

of article words is updated as follows (the precise algargh

1.1 Assigning Trust to Text are presented in the next section):

e New words inserted by the author have a starting repu-
tation that is equal t0.4 - r (the constan0.4, like all
other constants used, was determined via an optimiza-

Our system computes the trust of text in an article on the
basis of the reputations of the authors who, across time, con
tributed to the article [19, 31]. While we could have de-

veloped our trust system relying on various sources of au-
thor reputation (see, e.g., [12, 32, 2]), we chose to base our
implementation on theontent-driven reputation systefior
Wikipedia authors of [1]. In that system, authors gain rep-
utation when their contributions prove long-lived, andythe
lose reputation when their contributions are reverted.réhe
sulting author reputation has gopdedictivevalue: higher-
reputation authors are more likely to make longer-lasting
contributions to the Wikipedia.

We compute the trust of a word as a function of the rep-
utation of the original author of the word, as well as of the
reputation of all authors who edited the article in proximit
of the word. Our text analysis is performed at the level of
individual words: short edits constitute the majority oéth
edits on the Wikipedia, and many of them can have signif-
icant implications in terms of meaning. At the core of the

tion process described later).

e When a block of text is moved, the edges of the block
constitute discontinuities in the content, and inherit
trust0.4 - r; thisedge effecgradually fades towards the
interior of the block, whose trust value is unchanged.

e When a block of text is deleted, it is preserved as “dead
text” associated with the article, in case it is later re-
inserted. The trust value of the text in the block is low-
ered in proportion to the reputation of the author per-
forming the deletion.

e Once the above insertion, move, and deletion effects
have taken place, if the author reputatioins greater
than the trust of a word, the word trust is updated to
t+ (r—t) -3, for0 < 8 < 1. We takeg = 0.36 for



An example depicting how text trust is updated is given in
Figure 2. The algorithm has the following novel properties:

words in paragraphs that have been edited by the authothe system is that it makes it hard to maliciously and sur-
and = 0.2 for other words; the latter constant being reptitiously change the content of Wikipedia articles: rgve
lower to model the non-uniformity of author attention change, including text deletions, leaves a low-trust miaak t
during the edit. fades in future revisions only as the text is further revised
Our implementation is currently based on the batch pro-
cessing of static Wikipedia dumps, made available by the
MediaWiki Foundation. Our work towards an on-line sys-
e High trust requires consensusThe only way text temis briefly mentioned in Section 6.
can become highly trusted is by surviving revisions by
many authors, including high-reputation authors. Text .
just created by maximum-reputation authors has a trus.-2 ~ Evaluation

o 0 ,
value that is just 62% of the maximum trust vaue. To evaluate the quality of our trust labeling, one idea is to

Readers are alerted not only to content additions, butmeasure the correlation between the trust values of the la-
also to content re-arrangements and deletioMghen  beling, and the truth of the information encoded in the text,
text is deleted, the margins of the “wound” where the as assessed by human subjects. There are various prob-
text has been cut form the edges of text block-moveslems with such a human-driven approach, however. “Truth”
These margins will thus be marked with less than full is a poorly-defined notion: indeed, accuracy investigation
trust in the next version:; their orange color will provide of Wikipedias and other encyclopedias have confined them-
an indication that an edit has occurred (see, e.g., theselves to articles on science, where truth — or rather, sci-
deletion of block C in Figure 2). Text re-arrangements entific consensus, is easier to assess [7]. Furthermore, any
are also similarly flagged. human assessment of “truth” in Wikipedia articles would be

] ) _very labor intensive, especially given the need for sangplin
The algorithms are robust with respect to text deletion. 5 gtatistically significant set of article revisions. In -
When deleted text is restored, its original authorship in-j5r the human assessment approach would be infeasible for
formation is preserved. Moreover, if the deletion was qntimization purposes, where it is necessary to evaluate an
performed by low-reputation authors, such as vandalsCompare multiple variants of the same algorithm.

the original trust pf the text is also restored. Thisen- o haca reasons, we assess the quality of the trust la-
sures thqt vandalism does not have any long-term effecbe”ng in a data-driven way, using the idea thast should

on an article. be a predictor for text stability31]. If low-trust is corre-

and edge-effect of block moves, ensure that text withinPe more likely to be subject to edits than high-trust text, as
a sentence is assigned smoothly-varying amounts oFisitors and editors seek to correct the information. We in-
trust. Smooth trust assignments result in more intuitivetroduce four data-driven methods for measuring the quality
colorings, and reflect the fact that information, and its Of @ trust coloring:

reliability, is not localized in single words. ) )
o Recall of deletionsWe consider the recall of low-trust

We have implemented the proposed system, and we
have used it to color, according to trust, thousands of

long-lived articles of the English Wikipedfa. In our
site htt p: //trust. cse. ucsc. edu/, the display of

Wikipedia text trust via coloring is augmented with text-ori
gin information [19]: when visitors click on a word in an

article, they are redirected to the version of the articlexeh

the word was first introduced. The trust coloring and the
text origin information complement each other: visitors ar

made aware of the less trusted portions of text by the color-
ing, and can then investigate the origin of such text via the

text origin redirection. By using the on-line demo, we be-

came convinced that the system provides useful information

on the stability of text, highlighting text that has changed

cently, and that has been insufficiently revised. A virtue of

1044 (1 -0.4)-0.36 = 0.616 = 61.6%
2A coloring of the latest dump of the full English Wikipedia is
progress at the time of writing.

as a predictor for deletions. We show that text in the
lowest 50% of trust values constitutes only 3.4% of the
text of articles, yet corresponds to 66% of the text that
is deleted from one version to the next.

Precision of deletions.We consider the precision of
low-trust as a predictor for deletions. We show that text
that is in the bottom half of trust values has a probabil-
ity of 33% of being deleted in the very next version, in
contrast with the 1.9% probability for general text. The
deletion probability raises to 62% for text in the bottom
20% of trust values.

Trust of average vs. deleted teMfe consider the trust
distribution of all text, compared to the trust distributtio

to the text that is deleted. We show that 90% of the text
overall had trust at least 76%, while the average trust
for deleted text was 33%.



e Trust as a predictor of lifespanWe select words uni- and deletions are not flagged via the trust labels. Deleted
formly at random, and we consider the statistical corre-text is not tracked: if text is deleted, and then re-inserited
lation between the trust of the word at the moment of is counted as new. Among other things, this creates an in-
sampling, and the future lifespan of the word. We show centive to vandalism: blanking an article suffices to retset i
that words with the highest trust have an expected fu-entire trust assignment. To validate the trust assignr&tit,
ture lifespan that is 4.5 times longer than words with no computes the correlation between the trust of a fragmedt, an
trust. We remark that this is a proper test, since the trusthe probability that the fragment appears in the most recent
at the time of sampling depends only on the history of version of the article. We refine this criterion into one of ou
the word prior to sampling. evaluation criteria, namely, the predictive power of tnugh

. : . _respect to word longevity.
The above results were obtained by analyzing 1,000 articles In [19], the trust of authors and fragments is then com-

selected randomly from the Wikipedia articles with at Ieastputed on the basis of the author-to-fragment and fragment-

200 revisions. The_ requwemgnt on the re_V|S|on_h_|story en_of—article graphs, together with thiek ratio of article titles.
sures that each article has a lifespan that is sufficientlyg lo . L . . . .
Thelink ratio is the ratio of the number of times an article ti-

to analyze the predictive power of trust with respect to text o : :
Y P b b tle appears as a link in other articles, and the number oftime

stability. We considered all text of all versions of the @ds: . )
. : . the title appears as normal text. The work provides trust val
overall, the selected articles contained 544,250 revssifam . . :
ues for some articles, but no comprehensive evaluation.

a total of 13.74 GB of text. Taken together, these results in- The whit 1311 h terf ‘
dicate that the trust labeling we compute is a good predictor £ di e:/v e p_a]EJer [ t'] oculs?sdo? te utserén ertﬁce ?Sptec S
of future text stability. of displaying information related to trust and author contr

To quantify the contribution of the reputation system to butions; we hope to include some of the suggestions in future

overall performance, we have compared the performance oyersions of our system. Related work that relies on an analy-

a trust labeling that uses the reputation system of [1], with_s'str?f rew?ortl |r}forr;:at|on tor;nferltrust has b_eer(wj perfogmet
the performance of a trust labeling that does withoutarepu—In € context of software, where logs are mined in order to

tation system, and that assumes instead that everybody, frof'nd revision patterns that point to possible software dsfec
and weak points (see, e.g., [17]).

casual users to dedicated editors, has high reputation. Un oth dies h ; q icle-level. rath
surprisingly, the trust system relying on the reputatios-sy ther studies have focused on trust as article-level, rathe

tem performed better, but the performance gap was narrowetlhan word-level, information. These studies can be used to

than we expected; the detailed results are presented in Se@'SWe' the question of whether an article is of good quality,
tion 5 or reliable overall, but cannot be used to locate in an arti-

cle which portions of text deserve the most careful scrutiny
as our approach can. In [32], which inspired [31], the re-
1.3 Related Work vision history of a Wikipedia article is used to compute a

The problem of the reliability of Wikipedia content has ofte  Tust value for the entire article. In [6, 21], metrics dedv
emerged both in the press (see, e.g., [24, 11]) and in sbienti Via natgral Iangqage processing are used to cIassﬁymtlcl
journals [7]. The idea of assigning trust to specific seation according to their quality. In [16], the number of edits and
of text of Wikipedia articles as a guide to readers has beer!Nique editors are used to estimate article quality. The use

previously proposed in [19, 4, 31], as well as in white papersOf revert times for quality estimation has been proposed in
[13] and blogs [18]; these papers also contain the idea o{26], where a visualization of the Wikipedia editing proses

using text background color to visualize trust values. is presented; an approach based on edit frequency and dy-
The work most closely related to ours is [31]. That work Namics is discussed in [30]. There is a fast-growing body of

introduced two ideas that proved influential for this work: ltérature reporting on statistical studies of the evaltof

that the trust of a piece of text could be computed from the'Vikipedia content, including [26, 27, 22]; we refer to [22]

reputation of the original author, and the reputations ef th for an insightful overview of this line of work.

authors who subsequently revised the article, and that the The notion of trust has been very widely studied in more

quality of a trust labeling could be evaluated via its apila ~~ 9eneral contexts (see, e.g., [3, 9]. as well as in e-commerce

predict text stability. In [31], the analisys is performadree ~ @nd social networks (see e.g. [14, 23, 5, 12, 10, 8]); these

granularity level of sentences; all sentences introducéits ~ notions of trust however are ggnerglly base_d on user-to-use

same revision form iagmentand share the same trust. The fegdback, rather than on algorithmic analysis of conteat ev

trust values of the fragments are computed using a Bayesialtion.

network, which takes as input at every version the previous

trust of the fragment, the amo_unt of surviving fragme.nt,'Fe.xt 1.4 Paper Organization

and the reputation of the version’s author. Flagging irdtivi

ual text changes is not a goal of the algorithm: textinsegio We present the algorithm for assigning text trust in Secion

are not displayed at word level, and fragment reorderingsand the methods for evaluating the quality of the resulting



trust values in Section 3. Our implementation of the trust2.2 A simplified text-trust algorithm
system is described in Section 4, and the results on trust qua
ity are given in Section 5. In Section 6 we discuss our work
towards an on-line implementation of the proposed trust sys
tem for the Wikipedia.

Our trust algorithms will assign a trust value in the inter-
val [0, Tiax] for each word of each article revision. We first
present a simplified algorithm for trust computation. Given
an edite; : v;—1 ~> v;, a trust value,to, ..., t,, , for
each word ofv;_1, and a value: € [0, T1,.x] for the reputa-
tion of the author; of the revision, the algorithm computes
trustvalues, to, . . ., £,,,, for all words ofv;. The algorithm
first computes aredit list L; detailing howw; is obtained
fromv;_; [25]. The edit listL; consists of one or more of
the following elements:

2 Text Trust Algorithms

We base our computation of word trust on a reputation sys
tem for Wikipedia authors. The trust of a word will depend

on the reputation of its original author, as well as on the rep
utation of all the authors who have subsequently revised the
article. Thus, we compute text trust using a method modeled
after the human process of text revision, in which different
editors lend some of their reputation to the text they revise
In this section, all we assume of the reputation system is tha
whenever an author performs an edit to the Wikipedia, the
reputation system provides us with a value for the reputatio
of the author in an intervdD, T1,.«], where the maximum
reputation valud,.x > 0 is arbitrary. In the next sections,
we will present experimental data on the performance of the
proposed trust system that are based on the content-driven
reputation system introduced in [1] by a subset of the au-
thors.

We will present our algorithm for trust assignment in two
steps. First, we will illustrate the basic idea via a simetifi
algorithm that does not cope with reversions, nor in general
with the situation when text is deleted, and later re-iresrt
Next, we present an improved algorithm for assigning trust
to Wikipedia content that deals with removed-and-reireskrt
text, and that also contains a tuned model of user attention
during the process of article revision.

E

e I(j,n): n words are inserted at positigrof v;;
e R(j,n): n words are deleted at positigrof v;_1;

e M(4,7’,n): nwords are moved from positighin v;_1
to position;’ in v;.

ach word inv; is part of exactly one of the abov&-) or

M (-) elements, and the algorithm to generate edit lists tries
to maximize text block matches [1]. The trust computation
algorithm uses the following constants:

e ¢. > 0is theedge effect constanit specifies how far
from the edges of a block does the edge effect propa-
gate.

0 < ¢ < 1isthetrust inheritance constantt specifies
how much trust should a word inherit from the reputa-
tion of its author.

e 0 < ¢. < 1is therevision constantit specifies how
much trust does the author reputation confer to the over-
all text of the article (even text that was not due to the

revision author).

The values of these constants are obtained via optimiza-
tion techniques, with the goal of maximizing the correla-
tion between text trust and future text stability, as dethil

2.1 Notation in later sections. We first compute preliminary trust values

/ /
thth, ...,

To present the algorithms, we use the following notation. We
denote the sequence of revisions of a Wikipedia article by
vg, V1, V2, . . .. VErsionug is empty, and version;, for: > 0,

is obtained by authat; performing an edit; : v;_1 ~ v;.
When editing a versioned document, authors often save in-
termediate results, thus performing multiple consecidile

its. Before processing the versions, we filter them, keep-
ing only the last of consecutive versions by the same author;
we assume thus that fdr < ¢ < n we havea; # a;41.
Every version;, for 0 < ¢ < n, consists of a sequence
[wi,...,wh, ] of words,wherem; is the number of words

of v;; we havemy = 0. Our system works at the level of the
Mediawiki markup language in which authors write article
content, rather than at the level of the HTML produced by
the wiki engine; avord is a whitespace-delimited alphanu-
merical strings in the Mediawiki markup language.

t,,, by considering all elements in the edit lis:

1. IfI(j,n) € L;, thent), :=¢;-rforallj <k < j+n:
thus, inserted text is assigned a trust value equal to the
reputation of the author inserting it, multiplied by the
trust inheritance constant.

2. IfM(j,5',n) € L;, thenforallo < k < n, k is the dis-
tance of thek-th word in the block from the beginning
of the block, andk = n — 1 — k is the distance from
the end of the block. We apply the edge effect to block
endpoints whenever the endpointsange contexthat

is, whenever they are in contact with new text. The
only situation in which block endpoints do not change
context is when they are at the start (resp. end) of the
article both before and after the edit. We use an expo-
nential decay function to ensure the smooth transition
between the edge-effect and block-interior behaviors.



(@) If 7 # 0 orj # 0 then the left endpoint of the
block has changed context, and we let:

ik = tjrk + (= tjan) e o
Otherwise, ifj = 0 andj’ = 0, we lett}, , =
tith-

(b) If j +n # m;_1 orj' + n # m;, then the right
endpoint has changed context, and we let:

t_/j’-ﬁ-k = t_;‘//+k + (T — t_/j/’-ﬁ-k) . eicek

Otherwise, ifj + n = m;_1 andj’ +n = m;, we
! /A

lettl  p =1 -

devastatingly, it occurs when visitors deface articlesdsy r
moving part or all of their text. The current algorithm would
assign a trust to the re-inserted text that depends onlyen th
reputation of the author who re-inserts it, thus losingladf t
trust that the text may have accumulated. If applied to the
Wikipedia, especially in the context of an on-line system,
such an algorithm would be disastrous: all a vandal would
need to do to lower the trust of an article, and erase the ef-
fect of past revisions, would be to erase the whole article
text — a type of attack that is common on the Wikipedia.
Worse, the naive trust algorithm presented above woulkl giv
a strong incentive to such vandalism. Currently, whenlartic
text is destroyed, other authors quickly re-instate it, et t
the effect on the Wikipedia, and the “reward” to the vandal,

] . is small. However, if article trust was reset each time the ar
If R(j,n) € Li, then the text is deleted, and there is no trust jce text was erased, the disruption would constitute almuc
assignment to be made (the edge effect of adjacent blockgrger “reward” for the vandal, and this type of vandalism
to R(j,n) will take care of flagging the deletion in the new 5414 surely become more common.
version). Once all elements of the edit li5f have been
processed, we have preliminary trust valuegy, ..., ¢
which take into account of insertions, block moves, and edge2.3  An improved text-trust algorithm
effects. The final trust values, i1, .. .,%,, of the words
of v; are then computed by accounting for the fact that the
authora; lends some of her reputationto the revisionv;

she just performed. Far < k& < m;, we let:

We describe now an improved text-trust algorithm, which
keeps track not only of the trust of the text present in an
article, but also of the trust of the text that used to be prgse
but that has subsequently been deleted. The algorithm also
. t models the attention focus of the author performing an edit,
by = {t’ fr—t)-c (1) raising by a larger amount the trust of the text that is most
k ks likely to have been read by the author in the course of the

The trust labeling computed by the algorithm enjoys the fol-edit.
lowing properties:

if ¢ >
if ¢, <r

e Reordering warningThanks to the edge effect, the al- 2.3.1 Tracking deleted text.

gorithm flags with low or intermediate values of trust We track deleted text by representing each article version
places where reordered blocks of text meet. Thus, readfor 1 < i < n, as a non-empty lis€; = [ch,chy. .., C%i]

ers are alerted via trust coloring when reordering haspt chunks,where each chunk};, for0 < k < h;,isa
occurred, even though no new text has been added.  sequence of words. Thieve chunkcj, corresponds to the
words that are present in; thedeadchunksct, ..., ¢}, , if
present, correspond to contiguous portions of text thad use
to be present in some prior versiog, . ..,v;_1 of the ar-
ticle, but have been deleted. The churksare computed
from the chunks™;_y = [¢f ', ¢i™",... ¢} ' | forv,_y as
described in [1]. Specifically, we match the textigfwith

the text of all the chunks i;_1, looking for the longest
serted by an author with reputationreceives a trust POSSible matches of contiguous sequences of words. We
of value smaller tham (in our case).62r). This pre-  Preak ties in favor of matches betweenand the texty
vents high-reputation users from single-handedly creatthat was presentin; ,, thus preferring matches between

ing trustable content: consensus and mutual revision i¢Nd the live textirv;_;, to matches between and the text

L . - 1 g
required in all cases to produce high-trust content. €1 -+, ¢, thatwas present before_, butis “dead” in

e Deletion warning. When text is removed it does not
disappear silently: the “cut points” at the margin of the
deletion receive trust that is lower than that of surround-
ing text, due to the edge effect of surviving blocks of
text.

e High trust requires consensudext that is freshly in-

v;—1. Furthermore, we allow the text ifi,_; to be matched
This simplified algorithm, however, has a fatal flaw: it does multiple times, modeling the fact that an author can repli-
not cope with text that is deleted in a revision, only to be cate existing text; the text iy can be matched at most once.
reinserted in a later one. Deletion and reinsertion is a comThe portions of unmatched text i, _; go on to form the
mon phenomenon in the evolution of Wikipedia articles: it new dead chunkg{~",... ¢, ' ] for v;. In this matching
occurs in many disputes about article content, and even morprocess, lower bounds on the length of acceptable matches



ensure that common sequence of words (such as “the” or “irwhere0 < ¢, < 1 is theparagraph constantit specifies
fact”) appearing in new contexts are not considered as dopiehow much additional trust the author reputation confers to
or re-introduced text. the paragraph of the article she modified. Thus, text in mod-

We update the trust of deleted and reinserted text as folified paragraphs receives an additional trust increment.
lows.

o Fortext thatis moved from the live chunf ' tosome 3 Evaluation Criteria
dead chunk,, A’ > 0, we multiply the trust of the

text bye™"“+. The idea is that when text is deleted, itS There are many possible methods of associating trust with
trust is decreased in proportion to the reputaiodl  \yikipedia text. In the previous section, we have described
the author deleting the text. In particular, text does NOtyne such method, and we have argued that, if not optimal, it
lose trust when deleted by anonymous users or novicess ¢ |east a reasonable attempt. The question is: how does
(r = 0). This ensures that when vandals remove all text, e evaluate a trust labeling? A quantitative evaluatioa of

of an article, once the text is re-inserted it has the samey,st |apeling is needed both to compare different versins
trust as before the vandalism occurred. In our imple- e aigorithms, and to optimize the values of the various co-
mentation, we hav_e taken = (log2)/Tmax, SO that  efficients €e, ci, ¢r, ¢k, @andcey) involved in the computation

the trust of a word is halved when deleted by an author ¢ ihe trust labeling.

of maximum reputation. The key idea we use to evaluate a trust labeling is that

e For text that is moved from a dead chugfk’, b > 0, high trust should be associated with stability: if a piece of

to another dead chunk,, b’ > 0, we simply copy the text is highly trusted, it ought to be less likely to change in
trust. future revisions than a piece of text which is labeled as low

_ - trust. By defining trust as being related to the stabilityhef t
e For text that is moved from a dead churfk ", . > 0, text, we relate trust to the consensus that arises from group
to the live chunkef,, we update the trust in a manner co|laboration.
completely equivalent to the one used for block moves  Based on this idea, we present various evaluation criteria
M(j,j’,n) in the previous section, applying the edge that measure how well low-trust predicts future text change

effect to both text endpoints. We note that this is a sound evaluation method: the trust
labeling of a piece of text is computed entirely on the basis
2.3.2 Modeling author attention. of the pasthistory of the tex€ thus, the correlation between

. . . text trust and future text change is entirely due to the @ghili
In step (1) of the previous algorithm, we increase the trust 9 y o

. X of trust to be a predictor of text stability.
of the text uniformly — this assumes that the author of the P y
revision pays equal attention to the entire text being ealis _ )
This assumption is unlikely to be correct, as authorsaremor 3.1 Low trust as a predictor of deletions
likely to pay greater attention to text that is closer to tieei- . . . o
its; raising the trust of all the text in the article may imjpar The most :e“flzlel |r:_d|cat<')\lr ?f tﬁxtt "IStib'“ty’ N our expte d
too much trust to text that has not been the focus of author at- o ce 1S text deletion. ot ail 1ext change IS connecte

tention. We decided therefore to experiment with a vanatio to ?.eletlor:ﬁs: text canhaIS(: bte reo(rjde_red, or SUbJeﬁt to (|jn—
of the algorithm that models author attention in a rudimen-3€M1ONS. HOWEVEr, when text reordering occurs, al words

tary fashion are preserved, and it is difficult to have an objective mea-
When par'sing the text of the revisian, we split it into sure of how far the disruption carries over from the edges
paragraphs, where section titles, items in a bulleted or-numOf the move_zd b.IOCkS' DeIetpns present no.such a_\mblgwty:
each word is either present in the next version, or is deleted

bered list, image captions, and table cell entries also tcounF th Il mai tent izati VOlve {
as “paragraphs”. Our algorithm then follows the simple idea urthermore, afl major content reorganizations invo €
deletions, as merging new and old content requires reword-

that authors are likely to pay more attention to the texte th . .
same paragraph as the edits they are performing. To this en(lf,'g and restruc_tunng the_old C(_)nte_znt. L .
we mark asnodifiedall paragraphs where (a) either new text Thus,_a_ basic evaluation criterion consists in measuring
has been inserted (corresponding tolazlement in the edit the precision and recall of low-trust with respect tq texede
list), or (b) the paragraph contains the endpoint of a block!O"S: For each tru_st value € [O’Tma’i],’ we .con3|d?r the
move (elementd/ in the edit list) to which the edge effect fact of a wordw having trust,, < ¢ as a*warning bell", and

- L we ask what is the recall, and the precision, of this warning
%p;\pl)ilr:(;sugg;trgodlfled paragraphs we apply, after (1), the fol bell with respect to the event of the word being deleted in

the next revision. The recatkcl(t) measures the fraction of

tr = tAk . e, >r (2) 3The computation uses author reputation, but author répataan also
ty + (r —tx) - ¢, otherwise, be computed on the basis of the past history of the text; sge[#].



deleted text that had trust smaller than or equaliitmme- 3.2 Trust distribution of general vs. deleted

diately prior to deletion; the precisigmec(t) measures the text
fraction of text with trust smaller than or equalttavhich is o o ) ]
deleted in the next revision. More formally, let: Another criterion for judging the quality of a trust labejin

consists in considering the trust value distribution otestt,
and of deleted text. Recall that, in our system, we display
the text of revisions with a background color that reflects te
trust, and which ranges from white for fully trusted text, to
orange for text with trust 0. Site visitors are going to use th
orange background as an indication that the information may
be unreliable. If too much text on an article has orange back-
ground, the alert loses effectiveness, as visitors hateitioa
- the constant flagging of text. Thus, we prefer trust labeling
® D, = D; ,(Tmax) b€ the number of words in version i which text, on average, is as trusted as possible. On the
7 of artiCIep which are deleted in the revision from ver- other hand, we C|ea_r|y want text to be ﬂagged as low-trust

o Wfp(t) be the number of words in versiemf articlep
that have trust no larger than

. Dfp(t) be the number of words in versiémf articlep
that have trust no larger tharand which are deleted in
the revision from versionto i + 1;

sionito: + 1. when it is about to be deleted.
To make these notions precise, we define the following
Then, we have: quantities. Given a functiorf : [0, Timax] — IR with
< fOT‘"""‘ f()dt < 00, andp € [0, 1], we define the»-median
recl(t) = 32, , Dipy(t) / 325, Dip () of f the quantitys satisfying
prec(t) =3, Dip(t) [ i, W), (4) a Thnas
| swde=p [ sy
where the summation is taken for all versions of all articles 0 0

that are used to evaluate the quality of the trust labeling.  \ye a1s0 denote WitIWfp(t) the amount of text having trust
While recall and precision of low-trust are good indica- +in versioni of article'p, and we denote wittD;_ (t) the
tors, they suffer from the fact that text can be deleted by van amount of text in version of article p having trusﬁ which

dals, only to be re-added in the next revision. This SOUrCe il pe deleted in versior + 1. We define the following
of error can be significant: while people intent on improv-  ji-+ions:

ing an article often delete small amounts of text at a time,

vandals often delete the entire text of an article. To ob- tot_trt(t) = ZW;p(t)

tain better measures, we would like to give more weight to ip

deletions that happen due to well-thought-out editorial-co B

cerns, rather than vandalism. To this end, we employ the del _txt(t) = ZD;p(t)

notion ofedit longevitydeveloped in [1]. The edit longevity i,p

a;p € [—1,1] is a measure of how long-lived is the change -

ei : vi_1 ~ v; for articlep. In particular, ifa; ,, is —1, then w-del twt(t) = Zqi=PDi-,p(t) :

the change; is reverted immediately, anddf is a deletion, P

then practically this should not be considered as a valie-del \\e assess the quality of a trust labeling via the following
tion. On the other hand, i; , is close tol, the change will quantities, fop € [0, 1]:

live through many subsequent revisions, ané ifs a dele-

tion, then it should be considered as a valid deletion [1]. We e Thep-white pointis thep-median oftot_txt(t).

use theedit quality¢; , = (ci,, + 1)/2 to weigh the data
points in (5)—(6), thus giving weight close to 1 to deletions
that happen due to authoritative revisions, and no weight to

deletions performed by vandals (which have longevity.  We will use Wy 9 and Ory,,,, to denote the.9-white point
We thus define thguality-weighedrecall and precision of and weighed orange average, respectively. Again, the weigh

e Theweighed orange average the average value @f
for w_del_txt(t).

low-trust with respect to deletions as follows: ing used in the definition of orange average is used to give
) more weight to deletions that occur in the course of higher-
Qi D; (¢ quality revisions.
w_recl(t) = —Zz’pq P ’p( ) (5)
Zi,p Qi,p Dip . .
3 3.3 Trust as predictor of text life-span
i i, D; t . L . . . .
w_prec(t) = M . (6)  Our final criterion for judging the quality of a trust labegin
Zi,p di.p Wi (1) consists in quantifying the predictive value of word trugtw



respect to the subsequent life-span of the word. To measur€his leads to the estimate(t) = (M + K)/m. A trust

this predictive value, we sample word occurrences from alllabeling will have high predictive value for life-span if¢ger

versions uniformly at random (applying the algorithm to all values oft correspond to larger values aft).

words would be computationally very expensive), and we

observe for how many consecutive article versions the Words:3 4 Predicti tabilit idi . |

are present after their sampled occurrehce. ) redicting stability vs. providing visua
The simplest approach consists in studying the correla- feedback

tion bet_ween the trustof the word at the moment itis sam- ¢ o\ajyation criteria introduced above measure the qual-
pled, with the I|f_e-spam of the word, rneas_ured_as the num- ity of a trust labeling via its ability to predict text instity.
ber of consecutive subsequent versions in which the_word IRA/hile predicting instability is surely an important recgsr
presen_t. Howeve.r, such a measurement would be biased t1¥1ent of a trust system, a trust system in practical use also
t.hF.’ horizon effecinduced by the f"’.‘Ct that we have only a has another goal: providing visitors with visual feedbank o
finite Sequenceo, vy, ..., Un of versions to analyz_e. words ;e past edits to articles. While the goals of predicting sta
sampled in a version;, and that are still present in the last bility, and providing visual feedback, are often compagjbl
Versionvy, have a life-span o — ¢ + 1, even though they there are instances when they are not. As an example, con-
may live muchllonger once th? W|k|.evolves and VersionS;jer the case of an author removing a sentence from a para-
beyondv,, are introduced. This horizon effect causes usy . our trust labeling will label low-trust both the erfd o
to under-estimate the true Infe—_span of_hlgh-longev_nyd\mr the sentence preceding the removal, and the beginning of the
sampled glose to the last eX'St'ng version of an a”'_c'e- _sentence immediately following the removal. This low-trus
To obtain a measurement that is unaffected by this hor'zoqabeling, and the resulting orange coloring, is used to make

effect, we modell the !|fe-span of a word as a memoryles_sreaders aware that some edit has occurred — that text was
decay process, in which the word has a constant probabile i qyeq. The low-trust labeling is thus given for feedback
ity (dependent on the word, but not on its past life-span) of , ;- ses and this use may be at odds with the goal of maxi-
being O!?'eted at every revision. Thus, We assume that th?nizing its power to predict instability. Indeed, sentented
probability that a word that ay; has trust is still alive at precede and follow the removal are unlikely to be themselves

i (ki) /At : -
vk, fork > i, ise ( _ s ),' where(?) is the half-life of  yoj0teq 5o that from a prediction point of view, the labglin
the word under infinite-horizon. Our task is to measure the;

half-lif ¢ . ¢ hat this definii ¢ is inappropriate.
alf-life A(t) as a function of. Note that this definition o In our system, we strive for a mix of these prediction and

half-life eliminates the horizon effect due to the finite nrum feedback goals. However, our evaluation reflects only the

ber of versions. q led gl ) ith predictive aspect of trust: we do not know how to algorith-
For every word sampled at, and last present iy, wit mically evaluate its feedback value.

1 < k < n, we output a triplgt, [, h) consisting of the trust
t of the word inv;, the life-spanl = k£ — i + 1, and the
observation horizo = n — i + 1. To estimate\(t), we
use the following observation: if< h, then the word would i
have lived forl even under infinite horizon; if = h, then 4 Implementatlon
the word has an average life-spanief \(¢) under infinite
horizon, since the distribution is memoryless. l&be the
set of triples sampled for a trust levelLet:

We have implemented a modular tool for computing au-
thor reputation and text trust on the Wikipedia. The tool,
evolved from the one for author reputation described in [1],
takes as input an XML dump of a Wikipedia, made available

e m be the number of samples iwith [ < h; M ) : ,
from the Wikimedia Foundation. An XML dump consists

e M=>{l|l<hA(tl h)e A}; of all the articles of the Wikipedia, in sequential orderr Fo
o each article, the dump lists all versions, along with meta-
e k be the number of samples iwith [ = h; information for each version (such as author and date). The

text of the versions is encoded Mediawiki markup lan-

o K=3Alll=hn(t1h)eA} guage,a markup language with tags and constructs denot-

We can estimata(t) via ing titles, tables, list items, and more. The tool traveises
Wikipedia XML dump, feeding the article versions to one of

M+ K+k-A3) several analysis modules. We developed analysis modules
Alt) = m4+k : for computing author reputation and text trust, as well as fo

Z _ _ _ _ analyzing a number of statistical properties of the Wikiped
As we have seen in Section 2.3.1, a word in a version can games oo modyles can be easily added via a simple API. The tool
to multiple occurrences in the next version, when text islidafed. When

tracking a word to measure its life-span, whenever the worliplicated, is_ Wri_tten in Ocaml [15]; we chose this language for its com-
we track all occurrences separately. bination of speed and excellent memory management. On



an Intel Core 2 Duo 2 GHz CPU, the code is capable of pro-about text trust and origin is encoded by adding two tags to
cessing and coloring versions of mature Wikipedia articles the Mediawiki markup language:

at over 15 versions/second, or roughly 1.5 millions version o

per day, an edit rate much higher than the one of the on- * the tag{{t t : z}} indicates that the subsequenttext has
line Wikipedia [28]. We plan to make the tool available in trustz € {0,1,...,9};

open-source format. A demo of the trust coloring is avail-
ableathtt p: //trust. cse. ucsc. edu/ ;the code will

be made available at the same URL.

o thetag{{t o: i}} indicates that the subsequent text was
first inserted in version (Mediawiki assigns to each
version a global integer identifier).

4.1 Computing author reputation histories To save storage, these tags are not added for each word,
but only when the information changes from one word to

Computing the trust coloring is a multi-step process, whichthe next. The extended markup language is then output by
begins with the computation of author reputation. We rely the tool as a “colorized” XML dump that is identical to the
on content-driverreputation system for Wikipedia authors input dump, except for the presence of the trust and origin
proposed in [1]. In this system, authors of contributions tags. This colorized dump can be loaded in any Mediawiki
which prove long-lasting gain in reputation, while authors jnstallation, using the standard procedures for reprogyci
whose contributions are reverted lose reputation. Specifithe Wikipedia (Mediawiki [20] is the software package re-
cally, whenever an authot edits an article that had been gponsible for implementing the wiki behind Wikipedia). A
previously edited by another authy, a change in reputa-  p|ygin we developed for Mediawiki interprets the additibna

tion is generated foB: the reputation of3 increases ifA  markups and enables site visitors to see the computed trust
preservesB’'s contribution, and decreasesAf undoesB’s information as the color background of text.

contribution. The reputation system is thelsronological:

the reputation is computed from the chronological sequence . . L. .
of increments received by authors. To compute this content?-3  Displaying trust and origin information

driven reputation, we run the tool over the XML dump, ex- Adding the trust and origin tags to the Mediawiki

traf:ting edit_ di_fference_infqrmation among versiqns offeac markup language without breaking the visual formatting of
article. This |nf9rmat|on IS then_ sorted accprdmg to the Wikipedia articles is a minor challenge in itself. The mawku
glpbal chronological order of versions of all artlgles. &y, _ Janguage is position sensitive: for instance, the titig)(and

it is fed to the process of reputation computation described||a (¢ ) markups only work when they occur precisely at
in [1]. The outcome is aeputation historyfile containing, e peginning of a line, and tables have complex rules that
for e_zach author, fch.e ch.ronologlcal h|.story Qf the author rep yotermine where extra markup can be added without break-
utation in the Wikipedia, from the first edit performed by ing the table formatting. Furthermore, there is no complete

the author to the last. The reputation system is such thaEiocumentation of the language, especially as authors often

Tinax =9 abuse it: “everything that renders fine, is fine”. Inserting
the markup properly involved developing a parser for the

4.2 Computing text trust and origin markup language occurring in practice in Wikipedia arscle
) , (including errors and abuses), with the purpose of identify
We display the trust of each word by coloring the back-jng the places where the tags could be safely inserted.

groun_d of t_he word: Wh't_e for fully trusted words, and in- — “tpe aq4gitional tags are then interpreted by Mediawiki ex-
creasmglylntensggradat|ons oforangefor_progres_sleeg/_ tensions we developed, following the Mediawiki extension
trusted text. While we compute trust using floating-point g5 mework. The extensions intercept the Mediawiki transla
numbers, for display purposes we round it up into 10 IeveIs,,[iOn from markup language to HTML and translate the col-
from O (lowest) to 9 (highes). _ oring and origin tags into appropriate HTML span elements.
. To polor t_he article tex_t, our _tool first reads the_reputa- The trust span elements are mapped to a text background
tion history file produced in the f'rSt_ pass, and then it take_s %olor via Cascading Style Sheets. For text origin, we define
second pass over the XML dump file, using a trust-coloringy on_click action in JavaScript, so that when a user clicks on
module that implements the algorithm of Section 2. Dur- 5 \yorq the user is sent to the article version where the word
ing the second pass, the tool computes the trust of all wordg o< first inserted. The two types of information, trust and
of all versions of all Wikipedia articles. The tool also com- origin, augment each other, and together provide Wikipedia

putes, for each word, the version where the word was firs{ ;jiors with effective tools to judge the accuracy of detic
introduced, thus allowing site visitors to explore the @OV qntents. The trust coloring focuses visitors' attentinthie
nance of the information they are presented. The informatio portions of an article which are less reliable, either beeau

5Measured on a randomly-selected subset of articles witaaat 200 they arevery recent, or because th(_?y We'_'e_ierdUC_ed by low-
versions each. reputation authors and have been insufficiently revise@. Th
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origin labeling can then be used to explore how the unstable 100 . — .
information was added to the article.

5 Results

Our first step in the performance evaluation of the trustlfabe
ing consisted in choosing values for the constants apggearin
in the trust labeling algorithm. Choosing values for the-con Trust
stants involves balancing the recall and precision of thettr
labeling: the recall is a measure of the trust labeling'$itstbi : .
to flag unreliable content, and the precision is a measure OYve|ghed precision and recall.
how likely it is that something flagged will turn out to be un-

Figure 3: Low-trust as a predictor of deletions: quality

reliable. Thus, obvious candidates for optimization waee t 100 Y
weighed recallw_recl(t) and the precisionv_prec(t), for 80 | w_recl ---x--- e /4
t € [0, Tmax) defined in Section 3. However, this approach ) WISt st i

was difficult to follow in practice. First, the particularlua
of t € [0, Tmax) that should be picked for optimization was
not clear: which value of trust is low enough, or which shade
of orange is dark enough, to constitute a warning? Second, it
was not clear to us what would constitute acceptable values Trust
of recall and precision.

We found it much easier to reason about how “white” a  Figure 4: Comparison of recall and weighed recall.
mature article should be on average, and about how “or-
ange” the deleted text should be: thus, we performed the

optimization using the white point and orange average, as Fi9ure 3 gives the quality-weighed precision and recall
defined in Section 3. We el , = Wo.o/Tmax € [0, 1] of low trust with respect to text deletions. We see that the

be the normalized 90%-white-point, and we @ty =~ — recall is always at 60% or above; in practice, a mid-range
(Tiax — 079 40)/Tinax € [0, 1] be the normalized \7vvegighed orange background, which is sure to attract a reader’s-atten
max avg max 9

orange average, whef®,.. = 9 for our system. We wanted tion, is able to warn the reader to 2/3 of the text that will
to find parameter values that would make the article, overall P& deleted in the next revision. We believe that this is a
as white as possible (maximizd’; ,), while ensuring the good performance figure, given that _text can be deleted_for
deleted text was as orange as possible (maxirﬁizzﬁavg). many reasons other than poor q_uallty, such as rgwordlng:
To this end, we used linear search on the space of the parant?Us; some deletions are never likely to be anticipated by
eters to optimize the value of theeighed harmonic mean low trust. The precision figures give the probability thattte

of W!, andOrg’,,, i.e., we optimizel'( W, 4, Orgl, ) = marked as low-trust will be deleted in the very next revision

. avg? T .9 avg . . . . .

2 W Ord W Org’. ), for a set of 100 articles Iow_p_reC|S|on figures would b_e a sign of excessive warnings
used for tra‘({gmé_( Wo :se fqh[gggveighed harmonic functiont© Visitors. We see that text with trust 0 has a 2/3 probapilit

since it weighs both of its arguments evenly. This led to theof being deleted in the next revision, and text with mid-leve
following values for the parameters: trust has a 1/3 probability of deletion; we consider this¢o b

an acceptable level, especially since not all text that bell
(=02 =04 cc=2 ¢,=02 ¢ = (10g2)/Tmax - deleted is going to be deleted in the very next revision. In
Figure 4 we compare weighed and unweighed recalls: as we
With these parameters, we proceeded to evaluate the pesee, if we also include deletions due to vandalisenlf, our
formance of the trust coloring on a set of 1,000 articles se+ecall drops, reflecting the fact that such vandalistictitahe
lected uniformly at random among the articles with at leastare hard to predict.
200 revisions; the articles comprised 544,250 versiortsall The color profiles of general and deleted text are com-
gether, for a total of 13.7 GB of text. We focused on articlespared in Figure 5. We can see that deleted text, on average,
with long revision histories for two reasons. From a tech-is much lower in trust: indeed, the average trust of deleted
nical point of view, the long revision history enables us to text was 2.96, while 90% of text had a trust above 7.60 (out
better estimate the predictive power of trust with respect t of a maximum ofl},,x = 9).
text stability. From a user-interface point of view, ourstru Figure 6 depicts the correlation between the trust of a
is especially useful for mature articles: it is relativegsg  word occurrence, and the subsequent life-span of the word.
for visitors to conclude that incomplete articles, with gho The data is obtained by random sampling of word occur-
revision history, cannot (yet) be trusted. rences, and tracing the future of the word from the sampling

40 e
20 b

0 1 1 1 1 1 1 1 1
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Figure 5: Color of general and deleted text. Figure 7: The weighed precision with and without repu-

tation systems.
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was performed to the trust algorithms). We chose coeffi-
cients for the trust computation that would yield an weighed
orange average similar to the one obtained using a reputa-
tion system. The trust labeling computed without the aid of
50 _ a reputation system performed worse than the one that made
Trust use of the reputation system of [1], but the performance
gap was narrower than we expected. The performance gap
Figure 6: Expected future life-span () of words as a  Was m_ost _noticeable with respef:t to the precision_, as illus-
function of their trust label . trated in Figure 7: for trust 4, for instance, the precisi@asw
nearly double (33%) with the reputation system than with-
out (17.5%). The gap for recall was narrower: for trust 4,
point. We note that the trust is the trust of the woitur- the quality-weighed recall was 66% using a reputation sys-
rence:over the subsequent life-span, the word trust may welltem, and 72.5% without. Furthermore, while deleted text
vary (and typically increases, as the article is revised® W had similar colors, the average text was noticeably more or-
see that there is a clear correlation: higher trust cormedo ange in the tests not using the reputation system: the 90%
to a longer expected life-span. We also see that there is @hite point went from 7.6 using reputation, to 5.43 when
sharp increase in expected life-span as we go from words lareputation was not used.
beled with trust O to words labeled with trust 1. This can be
explained by the high “early mortality” of words with trust 0 This performance difference can be explained as follows.
over 60% of them, as indicated by the recall graph in Fig-One of the benefits of using a reputation system is that
ure 3, do not make it to the next version. text which is inserted or moved by high-reputation authors
We also evaluated the magnitude performance improvel€Ceives a non-zero initial value of trust (in our system,
ment due to the use of the author attention modeling pre?-616 - 9 ~ 5.5). This reflects the fact that high-reputation
sented in Section 2.3.2. To our surprise, we discovered thauthors are statistically more likely to perform good centr
the author attention modeling does not appreciably improvePutions [1]. If we do without a reputation system, all newly
the results, in spite of introducing additional degreesegf inserted or rearranged text instead has trust O initiallyis T
dom in the trust algorithms. We believe this is due to the factMakes the text lower-trust overall (thus the lower 90% white
that authors usually edit the sections of an article thaehav POint), and this decreases precision, since among the low-
received the most recent edits. Thus, outside of the paral’ust téxtis plenty of text that is due to authors who are sta-
graph being edited, there is not much text which can benefitistically likely to perform good contributions.

from a trust increase, and distinguishing between edited an The use of a reputation system has another benefit: it lim-

non-edited paragraphs has little effect. _ _ its how much authors can increase the trust of article text.
We also experimented with using the trust algorithm with- \srihout a reputation system, any author could repeatedly

out a reputation system, instead assigning everybody, fromyis the text of an article, causing most of the text (except
anonymous visitors to well-established editors, the maxi-to; yhe edited portion) to raise in trust. When a reputation

mum Va“%e_‘_’f trust. Fresh text, as well as block-move efjgessystem is used, on the other hand, authors can cause the
received initially trust & and the trust of text would then in-

; _ ; non-edited text on articles to raise in trust only up to their
crease according to the algorithms of Section 2 (no changgg tation value. This difference is not apparent in ouadat

®Had we used a trust value greater than 0 as initial value, xiaveuld gathered ona dump, but would come into play in an on-line
ever get trust 0. implementation of our trust system.

Expected life-span
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tLUSt' While thllls requmlas alrﬁorgar.l;lzstlon ththe d?jt?.ﬂn:cw' [7] J. Giles. Internet encyclopaedias go head to hé&d.
the system, all main algorithms will be unchanged: in fact, ture, pages 900-901, December 2005.

our trust algorithm is purely chronological, so that thestru

of the latest version of an article involves only the conside  [8] J.A. Golbeck. Computing and Applying Trust in Web-

ation of the previous version of the article, along with info Based Social Networks PhD thesis, University of

mation about the author. We do not expect the computational Maryland, 2005.

power to process edits to be a challenge, as remarked in Sec-

tion 4. [9] T. Grandison and M. Sloman. A survey of trustin inter-
One of the challenges in developing an on-line trust sys- net application.IEEE Comm. Surveys Tutorial8(4),

tem consists in making the system hard to attack. We are par- 2000.

ticularly concerned about attacks that aim at inserting mis [10]

leading inf ) d ) he inf X be | 0] R. Guha, R. Kumar, P. Raghavan, and A. Tomkins.
eading information and causing the information to be la- Propagation of trust and distrust. roc. of the 13th

beled with high trust. We be_Iieve that seyer:_;ll fea_tures_ef th Intl. Conf. on World Wide Welpages 403—412. ACM
proposed trust system contribute to making it resistaritifo t Press. 2004

and other types of attack. In the proposed system, only high-

reputation authors can cause text to gain the maximum trusfl1] M. Hickman and G. Roberts. Wikipedia — separating
value. Furthermore, each high reputation author can affect  fact from fiction. The New Zealand HeraJd~eb. 13
an article only in limited fashion. First, consecutive edit 2006.

by the same author are collapsed into one when computin ) )
trust (see Section 2.1). This prevents high-reputationast ?12] S.D. Kamvar, M.T. Schlosser, and H. Garcia-Molina.

from raising the article trust in accelerated fashion vidtmu The eigentrust algorithm for reputation managementin
ple edits: edits by other authors are also needed. We remark ~ P2P networks. IrProc. of the 12th Intl. Conf. on World
that it would be difficult for authors to have multiple sepa- Wide Webpages 640-651. ACM Press, 2003.

rate identities all with high reputation, due to the slow way [13] R.  King. Contributor ~ ranking ~ sys-
in which authors gain reputation in our content-driven repu tem.  2007. White paper available from

tation system [1]. Second, even high reputation authors who
edit a page leave some track in the form of medium-trust text,
as discussed previously. We are currently analyzing variou[14] J.M. Kleinberg. Authoritative sources in a hyperlinke
types of attacks, and we believe a reasonably robust system  environmentJ. ACM 46(5):604—-632, 1999.

is attainable in practice.

http://trust.cse.ucsc.edu/Relatétbrk.

[15] Xavier Leroy. Obijective caml.
http://caml.inria.fr/ocaml/index.en.html.
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